Missing samples reconstruction using an efficient and robust instantaneous frequency estimation algorithm
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Abstract: In order to recover missing samples in a non-stationary signal, this paper employs a time-signal analysis and filtering method. The instantaneous frequency of a multi-component signal is first estimated by employing a robust and computationally efficient method. Then the time-frequency filtering is performed using a de-chirping operation to recover missing samples. These steps are repeated until convergence. The proposed method achieves better performance than the state of art methods both in terms of the accuracy of the recovered signal and computational efficiency.
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1. Introduction

In many real-life situations, a recorded signal may have missing samples due to the limitations of hardware, multi-path effect, and noise [1, 2]. Compressive sensing methods have emerged as a powerful tool to recover the missing samples in case of signals that are sparse in a dual-domain [3]. Many non-stationary signals such as wide-band linearly frequency modulated chirps do not have a sparse frequency domain representation but they become sparse in the joint time-frequency (TF) domain. Therefore, for the recovery of non-stationary sparsely sampled signals, time-frequency signal analysis techniques are employed.

Recently a number of TF based sparse reconstruction methods have been developed that include orthogonal matching pursuit based algorithm [4, 5], gradient descent methods [6, 7] and TF filtering techniques [8, 9]. In order to effectively apply the TF signal reconstruction method, it is important to obtain a clean TF representation as missing samples introduce unwanted artifacts. These distortions can be to a certain extent mitigated by employing sparsity aware high-resolution TF distributions [1, 10, 10–15].

In a recent study, the Papoulis-Gerchberg approach of recovering stationary signals by employing repeated filtering and insertion of known values was extended for non-stationary signals [9]. The method uses the combination of adaptive directional TF distribution [11] and Viterbi algorithm to estimate the instantaneous frequency (IF) of multi-component signals [9, 16]. The IF is then utilized to recover the missing samples by performing TF filtering through de-chirping [17]. The known values are then reinserted in the filtered signal and this process is iterated till convergence. The main limitation of the above method is extensive computational
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cost due to a) computation of adaptive directional TF distribution, b) IF estimation due to the Viterbi algorithm [9]. In this study, we overcome the issue of computational cost by employing a robust and efficient IF estimation algorithm that not only reduces the computational cost but also improves the reconstruction performance [18]. Experimental results show the proposed method is better than the recent relevant techniques in the current literature.

The remaining paper is organized as: Information of the relevant background for the proposed work are presented in Section 2. The methodology of the proposed method is explained in Section 3 that includes a robust and efficient instantaneous frequency estimation algorithm and the signal reconstruction algorithm. Section 4 contains numerical results results and Section 5 of paper concludes the work.

2. Background
The proposed signal reconstruction method is developed by employing the Papoulis-Gerchberg algorithm [19]. Therefore, we briefly review this method in this section. Let us consider $x[n]$ to be a band-pass signal having $M$ non-sparse bins in frequency domain. Similarly, $x_s[n]$ is considered to be a signal that is sparsely sampled as: $x_s[n] = \text{mask}[n]x[n]$. In the case of missing samples mask $[n] = 0$ and mask $[n] = 1$ when samples are preserved. The steps of the traditional Papoulis-Gerchberg algorithm are [19]:

- **Step 1** Initialization as: $\hat{x}[n] = x_s[n]$.
- **Step 2** A low pass filter $B(.)$ is applied as: $\hat{x}[n] = B(\hat{x}[n])$.
- **Step 3** Corresponding original values $x_s[n]$ are reinserted as: $\hat{x}[n] = \text{mask}[n]x_s[n] + (1 - \text{mask}[n])\hat{x}[n]$.
- **Step 4** Step 2 and step 3 are iterated till convergence is achieved.

The Papoulis-Gerchberg algorithm converges when the number of observations in signal $x_s[n]$ is more than double the number of non-sparse bins. To adopt the Papoulis-Gerchberg algorithm to wide-band multi-component non-stationary signals [20], the following Amplitude Modulated- Frequency Modulated (AM-FM) model is being considered

$$x[n] = \sum_{k=1}^{M} x_k[n] = \sum_{k=1}^{M} a_k[n] e^{j\theta_k[n]}, \quad (1)$$

where $M$ denotes total number of components, $\theta_k[n]$ represents instantaneous phase and $a_k[n]$ represents low-pass signal that has a non-overlapping spectrum with high-pass component $e^{j\theta_k[n]}$. It is assumed that $x_s[n]$ sparsely sampled version of $x[n]$, i.e. $x_s[n] = \text{mask}[n]x[n]$. This means that the components $x_{sk}[n]$ are also sparsely sampled, i.e. $x_{sk}[n] = \text{mask}[n]x_k[n]$. So, in order to recover the original signal, it is important to first recover the corresponding signal components.

3. Proposed method for reconstruction of missing samples
In the proposed reconstruction algorithm, first the IFs of signal components is estimated and then Papoulis approach of filtering and insertion of low pass filtering is employed in an iterative manner. The key steps of the proposed algorithm are illustrated in Fig. 1 and explained in the following sections.
3.1. Instantaneous frequency estimation

The algorithm starts by initializing the recovered signal as: \( \hat{x}[n] = x_s[n] \). Then the process of signal components extraction is performed by using a robust and an efficient IF estimation technique. The following subsections explain the main steps of the component extraction algorithm.

3.1.1. Finding out highest energy point in TF domain

For finding the highest energy point, the short-time energy of the signal \( \hat{x}[n] \) is found as:

\[
    x_e[n] = \sum_{k=-\Delta N}^{\Delta N} |\hat{x}[n+k]|^2
\]  

(2)

where \( \Delta N \) is a parameter that determines the window width the estimation of signal local energy and is varied to obtain the desired results [18]. Using \( x_e[n] \), the time-instant where the energy is maximum is found as:

\[
    n_0 = \arg\max_n x_e[n].
\]  

(3)
3.1.2. Finding maximum frequency and rotation order

Using a pre-computed $2L + 1$ Fourier Gaussian windows $w_{\alpha_l}(t)$ the signal is windowed. These windows $w_{\alpha_l}(t)$ can be expressed as:

$$w_{\alpha_l}(t) = \frac{e^{j\alpha_l/2}}{\sqrt{j\sin(\alpha_l)}} \int_{-\infty}^{\infty} e^{-\frac{\mu^2}{2\sigma^2}} e^{j\pi((\mu^2+t^2)\cos(\alpha_l-2\mu)/\sin\alpha_l)d\mu} \ (4)$$

In order to estimate the location of the peak frequency at time-instant $n_0$, we employ $2L+1$ fractional Fourier Gaussian windows $w_{\alpha_l}[n]$ rotated at angles $\alpha_l = \frac{l}{L}$, where $l = -L, -L+1, ..., -1, 0, 1, ... L$. Similarly, in (4) parameter $\mu$ is integration parameter and $\sigma$ is variance having value 1. These windows are computed using method described in [21]. Windows $w_{\alpha_l}[n]$ are time-shifted at $n_0$ and then the Fourier transforms of the windowed signals are computed as:

$$X_{\alpha_l}[k] = \sum_{n=n_0-W_l/2}^{n_0+W_l/2} x[n]w_{\alpha_l}[n-n_0]e^{-j2\pi\frac{k}{N}n} \ (5)$$

where $W_l+1$ is the length of the analysis window and $N$ is the total number of samples in the signal. The location of the maximum frequency $k_0$ and rotation order $\alpha_0$ of the analysis window at $n_0$ are estimated as:

$$(k_0, \alpha_0) = \arg \max_{k, \alpha_l} X_{\alpha_l}[k]. \ (6)$$

Then the IF at time-instant $n_0$ for the $i$-th component is given as: $f_i[n_0] = k_0$.

3.1.3. Instantaneous frequency estimation

First we consider the case $n>n_0$. Let us initialize $\hat{n} = n_0$. Then $\hat{n}$ is incremented as: $\hat{n} = \hat{n} + 1$. Through search in a narrow region around $k_0 - \Delta k \leq k \leq k_0 + \Delta k$ with the help of windows shifted at $\hat{n}$ and rotated at angles $\alpha_0 - \Delta \alpha_0, \alpha_0, \alpha_0 + \Delta \alpha_0$, the IF is estimated at $\hat{n}$ as:

$$(k_0, \alpha_0) = \arg \max_{k, \alpha_l} \left| \sum_{n=\hat{n}-W_l/2}^{\hat{n}+W_l/2} e^{-j2\pi\frac{k}{N}n}\hat{x}[n]w_{\alpha_l}[n-\hat{n}] \right| \ (7)$$

where parameter $\Delta \alpha_0$ is $\frac{1}{2L+1}$. At time-instant $\hat{n}$ the IF $\hat{f}_i[\hat{n}]$ becomes $k_0$.

The process is repeated till the energy at the peak frequency becomes less than a specified threshold (i.e., $a$ times the energy of the highest energy TF point; in this work $a = 0.01$).

For the case of $n<n_0$ the IF estimation process is similar to the process of IF estimation for the case of $n>n_0$.

3.1.4. Strongest component extraction

The method described in aforementioned sections estimate the IF of the strongest component. Using this IF information, this component is extracted using the De-chirping based TF filter [18]. Once the strongest component is extracted the same procedure is followed to extract the remaining components of the signal.
Algorithm 1 Summary of the Efficient and robust IF estimation method

1. Initialize $i = 1$.

2. Using Eq.(2) the short time energy of a signal at all time-instants computed.

3. The time-instant where energy is maximum is found as: $t_0 = \max_t x_e(t)$.

4. Fourier transform is computed using Eqs. ((5), (4)).

5. The analysis window optimum rotation order and maximum frequency location is found as: $(f_0, \alpha_0) = \arg \max_{f,\alpha} X_{\alpha_l}(f)$.

6. For $k$-th component, find the IF at time-instant $t_0$, given as: $f_i(t_0) = f_0$.

7. For $t > t_0$, IF estimation process is:
   (a) Initialize $\hat{t} = t_0$
   (b) Increment $\hat{t} = \hat{t} + 1/f_s$
   (c) Shift the window at time-instant $\hat{t}$, and estimate the IF by searching around a narrow region around $f_0 - \Delta f \leq f \leq f_0 + \Delta f$ using windows rotated at angles $\alpha_0 - \Delta \alpha \leq \alpha \leq \alpha_0 + \Delta \alpha$ as in Eq. (7).
   (d) The IF at time-instant $\hat{t}$ is given as: $f_i(\hat{t}) = f_0$
   (e) Repeat from b) until $\hat{t}$ is less than the length of the signal or energy of the peak frequency fall below certain threshold, i.e. 0.1 times the energy of the highest energy TF point.

8. Repeat the same procedure to estimate the IF for $t < t_0$ and so the IF of the strongest component is estimated.

9. Using the IF information, the corresponding strongest component is extracted using TF filtering (Dechirping).

10. Increment $i = i + 1$ and from step 2, the process is repeated to extract the next strongest component.
3.2. Sparse reconstruction by adopting Papoulis-Gerchberg method

Using the estimated IF $\hat{f}_k[n]$ for $k$-th component, in Section 3.1 the instantaneous phase is estimated as:

$$\hat{\theta}_k[n] = \hat{\theta}_k[n-1] + \frac{2\pi}{N} \hat{f}_k[n].$$

The estimated instantaneous phase $\hat{\theta}_k[n]$ is used to get the de-chirped signal $x_{dk}[n]$ as:

$$x_{dk}[n] = \hat{x}_r[n] e^{-j\hat{\theta}_k[n]} = a_{rk}[n] e^{j(\theta_k[n]-\hat{\theta}_k[n])} + \sum_{i=1, k \neq l}^{M} x_{rl}[n] e^{-j\hat{\theta}_k[n]},$$

where $a_{rk}[n]$ represents the instantaneous amplitude of the $k$-th component of the sparsely sampled signal.

Assuming $\hat{\theta}_k[n] = \theta_k[n]$, the de-chirped component becomes

$$x_{dk}[n] = a_{rk}[n] + \sum_{i=1, k \neq l}^{M} x_{rl}[n] e^{-j\theta_k[n]}.$$  

The instantaneous amplitudes i.e. $a_{rk}[n]$ of each signal component are low-pass signals that can be recovered using low pass filter $B \{ \} $ as:

$$\hat{a}_k[n] = B \{ \hat{x}_{dk} [n] \}$$

In addition to the separation of signal components, the low pass filtering also interpolates the missing samples. The reconstructed signal components become

$$\hat{x}_k[n] = \hat{a}_k[n] e^{j\hat{\theta}_k[n]}.$$  

Finally, the signal is reconstructed by adding all the reconstructed components and reinserting the known samples as:

$$\hat{x}[n] = x_s[n] \text{ mask}[n] + (1 - \text{ mask}[n]) \sum_{k=1}^{M} \hat{x}_k[n].$$

The process of IF estimation, then signal reconstruction continues until convergence is achieved.

3.3. Summary of the proposed algorithm

The key steps of the algorithm are summarized below.

1. Initialize the algorithm as: $\hat{x}[n] = x_s[n].$
2. IFs of all the signal components are estimated using the method given in Section 3.1.
3. Instantaneous phase is estimated as: $\hat{\theta}_k[n] = \hat{\theta}_k[n-1] + \frac{2\pi}{N} \hat{f}_k[n].$
4. Using Eq. 9, the given signal is de-chirped with estimated phase $\hat{\theta}_k[n].$
5. With Eq. 11 instantaneous amplitudes, i.e. $a_{rk}[n]$, are recovered by low-pass filtering.
6. By de-chirping the estimated instantaneous amplitudes in step 5, the original signal components are estimated as in Eq. 12.
7. Finally, the signal is reconstructed by adding all the reconstructed components and reinserting the known samples as in Eq. 13.
8. The steps from 2 to 7 are repeated until convergence is achieved.

3.4. Computational complexity analysis

The proposed algorithm iteratively performs the following steps:

- IF of $M$ number of components is estimated.
- TF filtering is performed for each component.

The computational cost of IF estimation step is $O(2MN\log N + 6\Delta kMW_LN)$ [22], where $M$ is number of signal components, $N$ is number of samples in the signal, $W_L$ is the length of the analysis window, $L$ is the number of quantization levels for estimating the rotation order of fractional Fourier window and $2\Delta k$ is length of search window to track the strongest TF point. The computational cost of TF filtering is $O(N)$. Let us assume that the algorithm is iterated $P$ times, then the total computational cost of the algorithm becomes $O(2PMN\log N + 6\Delta kPMW_LN + PN)$ or simply $O(2PMN\log N + \Delta kPMW_LN)$ by ignoring constants and lower order terms.

4. Results and discussions

In this section the performance analysis of the proposed algorithm is presented. The numerical results are presented for both synthetic and real signals. For the real signals we consider Electroencephalogram (EEG) seizure signals. Details are provided in the following subsections.

4.1. Synthetic Signals

Let us compare the performance of the proposed method with a Viterbi based signal reconstruction algorithm [23] and orthogonal matching pursuit (OMP) algorithm [24]. We consider two scenarios: 1) randomly missing samples and 2) missing samples in bursts. In each scenario, the signal in use is sampled with 1 Hz, and the duration of the signal is 128 second.

Example 1: Non-linear frequency modulated chirps

Let us consider a challenging example of non-linear frequency modulated chirps that are difficult to analyze using commonly used quadratic TF analysis techniques as such signals cause both inner and outer interference terms. The signal is given as: $z[n] = z_1[n] + z_2[n]$, where

$$z_1[n] = e^{(j2\pi(0.1n^3/16384) + j2\pi(0.05n) + j2\pi(0.05n^2/128))}$$

and

$$z_2[n] = e^{(j2\pi(0.1n^3/16384) + j2\pi(0.15n) + j2\pi(0.05n^2/128))}.$$
the original vs the reconstructed signals (reconstructed with the help of different methods) are shown in Figure 2, whereas the corresponding TF-domain representations are shown in Figure 3. Time-domain representations in Figure 2 illustrate that all methods successfully recover the missing samples, but the best performance is achieved by the proposed method. Similarly, it is also clear from the TF representations given in Figure 3 that the proposed scheme reconstructs the signal having missing samples perfectly. Furthermore, we can see that the TF domain provides clear information compared to time-domain representations, as TF analysis is always recommended for the analysis of non-stationary signals. The superior performance of the proposed scheme is further confirmed with the help of mean square error (MSE) between the reconstructed signal and original signal as indicated in Table 1.

**Figure 2.** (a) For signal given in the Example 1: (a) The signal with random missing samples (red) vs The Original Signal (blue) (b) the Reconstructed Signal (red) versus the Original Signal (blue) using OMP (c) the Reconstructed Signal (red) versus the Original Signal (blue) using Viterbi Algorithm; (d) the Reconstructed Signal (red) versus the Original Signal (blue) using the proposed method
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Figure 3. (a) TF representation of the original signal (b) TF representation of signal with missing samples (c) TF representation of the reconstructed signal obtained using OMP (d) TF representation of the reconstructed signal obtained using Viterbi Algorithm (e) TF representation of the reconstructed signal using the proposed method

Table 1. For Example 1 Signals, the MSE between the reconstructed and original signal

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>The proposed method</td>
<td>0.0354</td>
</tr>
<tr>
<td>Viterbi Algorithm</td>
<td>0.1024</td>
</tr>
<tr>
<td>OMP variant [24]</td>
<td>0.5959</td>
</tr>
</tbody>
</table>

Example 2: Missing samples in Gaps

Let us now consider a scenario when samples are missing from the original signal in gaps. The sparsely sampled signal is now given as:

\[
z[n] = \begin{cases} 
0, & t \in [10 : 30, 60 : 80, 90 : 130] \\
z[n], & \text{otherwise}.
\end{cases}
\] (14)

Figure 4 and Figure 5 illustrate the time-domain and corresponding time-frequency domain representations of the original signal, sparsely sampled signal and reconstructed signals obtained using the proposed methodology. These results indicate that the proposed scheme perform better than the other state of the art methods from
recent literature. Similarly, the mean square error in Table 2 also illustrates that the proposed method achieves the best accuracy.

**Figure 4.** (a) For Example 2 signal: the Original Signal (blue) versus the signal with missing samples in random (red) and the Reconstructed Signal (red) versus the Original Signal (blue) based on the (b) OMP (c) Viterbi Algorithm; (d) the proposed method.
Figure 5. TF representation (a) Original Signal (b) The signal with missing samples; (c) The Reconstructed Signal obtained using OMP (d) The Reconstructed Signal obtained using Viterbi Algorithm; (e) The Reconstructed Signal using the proposed method

Table 2. Example 2 Signal: The MSE between the Reconstructed Signal and Original Signal

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viterbi method [9]</td>
<td>0.0636</td>
</tr>
<tr>
<td>Proposed method (last iteration)</td>
<td>0.0304</td>
</tr>
<tr>
<td>OMP variant [24]</td>
<td>1.3698</td>
</tr>
</tbody>
</table>

Example 3: Sparsely sampled signal with intersecting components

Let us now consider an example of sparsely sampled signal with intersecting components. The signal is defined as: \( z[n] = z_1[n] + z_2[n] \), where

\[
z_1[n] = e^{j2\pi(0.1n^3/16384) + j2\pi(0.05n) + j2\pi(0.05n^2/128)}
\]

and

\[
z_2[n] = e^{-j2\pi(0.1n^3/16384) + j2\pi(0.45n) - j2\pi(0.05n^2/128)}.
\]
We remove samples from the signal is gaps, the new signal is given as:

\[ z[n] = \begin{cases} 
0, & t \in [11 : 30, \ 60 : 75, \ 90 : 101] \\
z[n], & \text{otherwise.} \end{cases} \] (15)

Time-domain representation and corresponding TF domain representation of the original signal, signal with missing samples, and reconstructed signal are given in Figure 6 and Figure 7, respectively. These results clearly indicate and confirm that in such scenario the proposed algorithm perfectly reconstruct the signal. Experimental results for mean square error obtained in Table 3 indicate that the proposed method outperforms the other state of the art methods from the recent literature.

Figure 6. (a) the original signal (blue) versus the signal with missing samples in random (red), corresponding to the signal given in the Example 3; and the reconstructed signal (red) versus the original signal (blue) based on the (b) proposed method; (c) Viterbi algorithm and (d) OMP variant.
Figure 7. (a) TF representation of original signal (b) TF representation of the signal with missing samples; (c) TF representation of the reconstructed signal obtained using OMP (d) TF representation of the reconstructed signal obtained using Viterbi Algorithm; (e) TF representation of the reconstructed signal using the proposed method;

Table 3. The MSE between the reconstructed and the original signal given in Example 3

<table>
<thead>
<tr>
<th></th>
<th>Viterbi</th>
<th>The Proposed method</th>
<th>OMP variant [24]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.2349</td>
<td>0.1410</td>
<td>0.9923</td>
</tr>
</tbody>
</table>

EEG Seizure Signals with missing samples

Let us now consider an example of EEG seizure signal obtained from [25]. The signal is sampled at 16 Hz and is of 8s duration. For the interested readers more details about the DATA could be found from [25]. The TF representation of the signal is give in Figure 8(a). We remove 56 samples from the signal as:

\[ z[n] = \begin{cases} 
0, & t \in [10 : 25, 40 : 54, 70 : 84, 100 : 109] \\
z[n], & \text{otherwise}.
\end{cases} \]  

(16)

The TF representation of the sparsely sampled signal is given in Figure 8(b). The signal is reconstructed by the applying the proposed method, Viterbi algorithm and OMP algorithm. The TF representation of the
reconstructed signal using OMP is shown in 8(c), reconstructed signal using Viterbi algorithm is shown in 8(d) and reconstructed signal using the proposed method is shown 8(e). These representations indicate that the best performance is obtained by the proposed method. This is also confirmed from table 4 that proposed method achieves the minimum MSE between the original signal and the reconstructed signal.

Table 4. The MSE between the reconstructed and the original signal given in Example 3

<table>
<thead>
<tr>
<th>Viterbi</th>
<th>The Proposed method</th>
<th>OMP variant [24]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0012</td>
<td>7.2089e − 04</td>
<td>0.0016</td>
</tr>
</tbody>
</table>

Figure 8. (a) TF representation of original signal (b) TF representation of the signal with missing samples; (c) TF representation of the reconstructed signal obtained using OMP (d) TF representation of the reconstructed signal obtained using Viterbi Algorithm; (e) TF representation of the reconstructed signal using the proposed method;

4.2. Interpretation of results

Experimental results indicate that the proposed reconstruction method achieves better performance than both OMP and Viterbi based algorithms. The OMP based method fails to achieve good performance when signals are missing in gaps. The performance of both the proposed method and Viterbi based algorithm depends on the
accurate estimation of the IF curve, particularly in the case of components that are very close in the TF domain. The IF estimation method employed in this study achieves better performance than the Viterbi based method, as also demonstrated in earlier studies [18], thus leading to improved performance in sparse reconstruction. The proposed algorithm not only achieves better reconstruction performance but it is also computationally efficient, i.e. its computational cost is $O(2PMN\log N + \Delta kPMWLN)$, whereas the computational cost of the Viterbi based algorithm is $O(N^3)$ [9]. The efficacy of the proposed method for the reconstruction of missing samples in EEG seizure signals indicate that the sparse reconstruction methods can be used for data compression and/or removal of artifacts (that can be interpreted as missing samples).

5. Conclusion
A computationally efficient and robust signal reconstruction method has been developed that is applicable for both signals with randomly missing samples and signals with samples missing in gaps. The proposed method first estimates the instantaneous frequencies (IFs) of sparsely sampled signals using a robust and efficient algorithm. The estimated IFs are then used to recover the missing samples and this process is iterated till convergence. Experimental results indicate that the proposed method outperforms the state of the art both in terms of the accuracy of the reconstruction and computational cost requirements.
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