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Abstract: Let U C R™ (res. D C R™) be an open (res. a compact) subset, and let L be an elliptic operator defined
on C*(U,R) (res. C*(D,R)). In the present paper, we are going to extend the maximum principle for the function
f € C*(U,R) (res. f € C*(D,R)) satisfying the equation Lf = ¢, where ¢ is a real everywhere nonzero continuous

function on U (res. D). Finally, we obtain some applications in mathematics and physics.
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1. Preliminary notes

Let U C R™ be an open set. A function f : U — R with two continuous partial derivatives is called a C?
function. The set of all real C? functions defined on U , is denoted by C?(U, R). Let f: U — R be an element
of C%(U,R), and let V? denotes the Laplace operator. The function f is said to be harmonic if V2f = 0.
Suppose that € : U — R is an everywhere positive (res. negative) continuous function. The function f is said
to be e—strictly subharmonic (res. e—strictly superharmonic) if V2f = e. For a nonempty set £ C R", the
function f: F — R is said to be harmonic on F if there exists an open set U containing F and a function
g € C*(U, R) such that, g = f and V2g =0 on E. Similarly, for a nonempty set £ C R™ and an everywhere
positive (res. negative) continuous function £ : F — R, the function f : F — R is said to be e—strictly
subharmonic (res. e—strictly superharmonic) on E, if there exists an open set U containing E and a function
g € C%(U,R) such that, g = f and V2g =€ on E. The sets of all harmonic, e—strictly subharmonic, and
e—strictly superharmonic functions on E are denoted by H(E), SBH(e, E) and SPH (e, E), respectively.

Let A = [a;;] be an n x n positive definite symmetric matrix and let L = (%)A(%)t. Then L is said
to be an elliptic operator, and the C? function f : U — R is said to be L—harmonic on U if L(f) = 0.
For an everywhere positive (res. negative) continuous function ¢ : U — R, the function f € C?(U, R)
is said to be eL—strictly subharmonic (res. eL—strictly superharmonic) on U if L(f) = e. The sets of
all L—harmonic, ¢L—strictly subharmonic and eL—strictly superharmonic functions on U, are denoted by
H(L,U), SBH(e,L,U) and SPH(e,L,U) respectively. For an arbitrary nonempty set £ C R™, the sets
H(L,E), SBH(e,L,E) and SPH(¢e, L, E) are defined as H(F), SBH(e,E) and SPH (e, E), respectively.
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2. Introduction
The maximum principle refers to a collection of results and techniques in the study of partial differential
equations. It is also a very valuable tool for most results concerning existence, uniqueness and qualitative
properties of solutions to quasilinear, linear, elliptic and parabolic types of partial differential equations. There
are numerous references, in which the authors have provided some of the aspects of this principle.

Some early results, related to the maximum principle for harmonic functions of two variables defined on
a domain of the Euclidean plane, is interpreted in [8, 25, 29]. In these discussions, the harmonic functions are
proposed as the real part of some analytic functions.

Some of the generalizations of maximum principle in the last three dedicates are given in Banach spaces.
For instance, the maximum principle for “Banach space valued harmonic functions” is established by Dowling
in [17]. The author showed that for an open connected subset D of the complex field C' and the real Banach
space X, the maximum principle holds for every function f : D — X, if and only if X is a strictly convex
Banach space. The result is a real analogue of Thorp and Whitley on the strong maximum modulus theorem
for “Banach space valued analytic functions” [36]. Some extensions of maximum principle for vector-valued
analytic and harmonic functions are also considered by the same author in [16].

One of the research topics in this theory, is the study of the analogies of the maximum principles known
for different types of partial differential equations, as well as their applications to analysis of their solutions.

For instance, in [13], De Figueiredo and Mitidieri discussed the elliptic system
—Au = f(z,u) —v,—Av = du — yv,in (2.1)

subject to Dirichlet boundary conditions u = v = 0 on the boundary of 2, 0Q2. Here A is the Laplacian, §,
~ are positive constants, and Q C R™(n > 2) is a bounded smooth domain. They used a maximum principle
for a linear elliptic system associated with (2.1), as the key ingredient for the question of existence of positive
solutions.

In [15], the same authors investigated the weakly coupled elliptic system

L(D)U =A(z)U+ F in QC R",
U=0 on 0N}

concerning maximum principle, where @ C R™(n > 1) is a bounded smooth domain, L(D) is a diagonal matrix

of second order elliptic operators, A(z) is an n x n coefficient matrix and F is a given n—vector function

defined in €. Here, the maximum principle means that “U > 0 in  when the given function F > 0 in Q”.
In [14], the authors established maximum principles for weakly coupled elliptic systems of the form

LD = XYapju; + f mQ, k=1,....n
ur =0 on 082

where the set
Li(D) = =Xib; D;Dj + Eibei, k=1,...,n

of second order elliptic operators with real cofficients, defined in some bounded domain Q C R™.
In [19], Fleckinger et al. considered another cooperative elliptic system on a bounded smooth domain
Q C R%. They studied the problem

prui = Eaij (ZL’)|’LLj|p72’U,j —+ fl in Q,
u; =0 on 082
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where the coefficients a;;(1 < ¢,j <n) are constant, a;; > 0 for i # j (cooperative systems), and the operator
A, defined by Ayu = div(|Vu[P~2Vu),p > 1, is called p-Laplacian. They are concerned with existence of
positive solutions and with the following form of maximum principle, called inverse positivity: The hypothesis
fi >0 on Q implies u; > 0 on Q for any solution U = (u;).

In [12], Corréa and Souto investigated the maximum principle for the linear system

L(U)=BU + F(x) in §, (2.2)
B(U) =0 on 09 ’
where Q is a bounded smooth domain in R™, L = [L4,...,L,] is a diagonal-matrix with second order elliptic

operators Liu = faijiju + a¥(z)Dju,1 < k < p, B(x) = (bj;(z)) is a p X p cooperative matrix (i.e. b;; >0
in Q,if i #j), F(X) = (fi(z),..., fp(x))" is a given p-vector function defined in 2, u = (uy,...,up)" is the
p-vector solution and B(U) is some boundary condition. By a maximum principle they meant the statement:
if F>0in Q, then U > 0 in Q whenever U is a solution of (2.2). As usual U > 0 means u; > 0 for all
1=1,...,p.

In [31], Serag and El-Zahrani studied the problem

—Apu = a(x)|ulP~2u + b(x)|u|*|v]Pv + f x € R™,
—Agv = c(z)|u|*|Pu + d(z)v]9" 20 + ¢ x € R",
lim|g| s oot(T) = lim|gsov(x) = 0,u,v > 0 in R"

where a, 8 > 0,1 < p,q < n, the degenerated p—Laplacian defined as A,u = div|Vu[P72Vu] with p > 1,
p # 2, and f,g are given functions. Moreover, the cofficients a(x), b(x), c(z) and d(x) are given positive smooth
functions satisfied some inequlities as the authors stated in [31]. They obtained some necessary and sufficient
conditions for having a maximum principle.

n [33], Serag and Qamlo obtained some necessary and sufficient conditions for having the maximum
principle and existence of positive solutions for some cooperative systems involving Schrédinger operators defined
on unbounded domains. Then, they deduced the existence of solutions for semilinear systems. Finally they
discussed the generalized maximum principle for non cooperative systems.

In [22], Khafagy considered the problem

—Ap,u=—div[P(z)|VulP~2Vu] = a(z)[uP">u + b(z)|u|*|8]%v + f x € R",
—Ng v = —div[Q(z)|Vo[P~2Vv] = c(z)|u|*v[fu+ d(z)[v]12|v + g x € R",
lim)g| s oou() = lim)g s ov(x) = 0,u,v > 0 in R"

where P(z) is a weight function and Ap, with 1 <p <n, p # 2 denotes the degenerate p-Laplacian defined
by Ap,u = div[P(x)|Vu|P~?Vu]. They gave necessary and sufficient conditions to have a maximum principle

for this system and proved the existence of weak solutions for the same system by using an approximation
method.
In [32], Serag and Khafagy studied the problem

—Ap u; = Eiz?aij(acﬂuﬂp_?uj + filzyug, .. up) in Q,
u; =0,i=1,...,n on 082,
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where P(z) is a weight function and Ap  with p > 1, p # 2 defined as above. The author gave some conditions
for having the maximum principle for this system and then proved the existence of positive weak solutions for
the quasilinear system.

The study of Enache [18] is concerned with a class of boundary value problems for fully nonlinear elliptic
PDEs involving the p— Hessian operator. Here, Enache derived a maximum principle for a suitable function

involving the solution u and its gradient of the following type of boundary value problems

Sp(D*(u)) = g(w)h(|Vul?)  in Q,
u=20 on 082
where n > 2,2 C R" is a bounded domain containing the origin, p € {1,...,n}, and g, h are positive C*

functions assumed to satisfy the following condition

-1 ,

’ = h

This maximum principle is then applied to obtain some sharp estimates for the solution and the magnitude of
its gradient.

Some of the recent works in this area, are related to the fractional derivative of functions. Proving the
maximum principle, uniqueness of solutions to the initial boundary value problems for the time-fractional partial
differential equations are some of the results in these works.

In [2], the initial boundary value problems for linear and nonlinear multiterm fractional diffusion equa-
tions with the Riemann—Liouville time-fractional derivatives are considered. To guarantee the uniqueness of
solutions, Al-Refai and Luchko employed the weak and the strong maximum principles for the equations under
consideration that were formulated and proved. An essential element of their proof of the maximum principles
is an estimation for the value of the Riemann—Liouville fractional derivative of a function at its maximum point
that is established for a wider space of functions compared to those used in their previous works.

In [37], Ye et al. considered a multiterm time-space Riesz—Caputo fractional differential equation over
an open bounded domain and proved a maximum principle for the equation. They also derived the uniqueness
and continuous dependence of the solution.

In [3], Al-Refai and Luchko analyzed the initial boundary value problems for the one-dimensional linear
and nonlinear fractional diffusion equations with the Riemann—Liouville time-fractional derivative. First, they
derived a weak and a strong maximum principles for solutions of the linear problems. Then they employed these
principles to show uniqueness of solutions of the initial boundary value problems for the nonlinear fractional
diffusion equations under some standard assumptions posed on the nonlinear part of the equations.

In [4], Alsaedi et al. presented an inequality for the fractional derivatives related to the Leibniz rule to
obtain a modern proof of the maximum principle for the fractional differential equations.

In [1], Al-Refai and Luchko formulated and proved the weak and strong maximum principles for a
general parabolic-type fractional differential operator with the Riemann-Liouville time-fractional derivative of
distributed order. The proofs of the maximum principles are based on an estimate of the Riemann—Liouville
fractional derivative at its maximum point that was recently derived by the authors.

In [27], Luchko and Yamamoto after introducing the general fractional derivatives of the types of Caputo

and Riemann-Liouville, derived some important estimates for the general time-fractional derivatives of the
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mentioned types of a function at its maximum point. Then these estimates are applied to prove a weak
maximum principle for the general time-fractional diffusion equation.

In [38], Zhenhai et al. dealt with maximum principles for "multiterm space-time variable-order Riesz—
Caputo fractional differential equations”. They firstly derived several important inequalities for variable-order
fractional derivatives at extreme points. Then, based on these inequalities, they obtained the maximum
principles. Finally, these principles were employed to show the uniqueness of solutions of the "multiterm space-
time variable-order Riesz—Caputo fractional differential equations” and continuous dependance of solutions on
initial boundary value conditions.

In [10], Chan and Li established a weak maximum principle for a fractional diffusion equation involving
the Riemann—Liouville fractional derivative. Then they used it to prove the uniqueness and the continuous
dependence of a solution on the initial data.

In [24], Kochubei and Luchko devoted an in-depth discussion of the maximum principle for the time-
fractional partial differential equations, with applications including uniqueness of solutions to the initial bound-
ary value problems for the time-fractional partial differential equations.

In [28], Luchko and Yamamoto dealt with the following initial boundary value problem for the single-term

time-fractional diffusion equation

02 (w,1) = 27,0 ai; (@)0yu(a,0) + c(@)ula, £) + Fla,t) @€ Qt>0,
t)=0 r € 0Q,t >0,
70) = CL(J?) T € Q

where 0 < a < 1, Q is a bounded domain with smooth boudary 9Q, ¢ € C*(Q), a;; = aj; € C(Q) for
1 <4,j < n, and there exists a constant py > 0 such that ¥; j—ia;;(2)&& > poX &2 for all z € Q and
&,...,& € R. They introduced a key lemma, that is a basis for the proofs of all other results. Then the key
lemma and the fixed point theorem, are employed to prove the maximum and comparison principles and some
of their corollaries.

In [9], Cao et al. proposed maximum and minimum principles for time-fractional Caputo-Katugampola
diffusion operators. They proved several inequalities at extreme points, and considered uniqueness and contin-

uous dependence of solutions for fractional diffusion equations of initial boundary value problems.

In [11], Chen and Li considered nonlinear equations involving the following fractional p-Laplacian

Ju(@) — u(y)"~?[u(z) — u(y)] ,

| — z|ntps

Y= f(xvu)

(=A)u(r) = Cn,S,pPV/

n

They proved a maximum principle for antisymmetric functions and obtained other key ingredients for carrying
on the method of moving planes, such as a variant of the Hopf lemma. Then they established radial symmetry
and monotonicity for positive solutions to semilinear equations involving the fractional p-Laplacian in a unit
ball and in the whole space.

In [5], Bahaa investigated the optimal control problem for fractional order cooperative system governed

by Schrédinger operator, and discussed the maximum principle for the fractional order cooperative system.

In [7], Borikhanov et al. formulated and proved a maximum principle for the one-dimensional subdiffusion
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equation

%t( t) = 3 Dito‘ (z,t) + F(x,t,u) in (0,a) x (0,T] = Q,
u(z, ) o(x) z € [0,al, (2.3)
(0 ) ( )7 (a7t) = M(t) te [OvT]

with Atangana—Baleanu fractional derivative. Their proof of the maximum principle is based on an extremum
principle for the Atangana—Baleanu fractional derivative that is given in the paper. Then they applied the
maximum principle and showed that the initial boundary value problem for the linear and nonlinear time-
fractional diffusion equations possesses at most one classical solution and this solution continuously depends on
the initial and boundary conditions.

In [23], Kirane and Torebek obtained some new estimates of the Hadamard fractional derivatives of a
function at its extreme points. They applied the extremum principle to show that the initial boundary value
problem for linear and nonlinear time-fractional diffusion equations possesses at most one classical solution and
this solution depends continuously on the initial and boundary conditions. Moreover, they proved the extremum
principle for an elliptic equation with a Hadamard fractional derivative.

In [6], Boccardo and Orsina proved that the strong maximum principle holds for solutions of some
quasilinear elliptic equations having lower order terms with quadratic growth with respect to the gradient of
the solution.

In [34], Shengda et al. obtained two significant inequalities for generalized time fractional derivatives
at extreme points. They applied the inequalities to establish the maximum principles for multiterm time-
space fractional variable-order operators. Finally, they employed the principles to investigate two kinds of
diffusion equations involving generalized time-fractional Caputo derivatives and space-fractional Riesz—Caputo
derivatives.

In the present paper, we obtain the maximum principle for the elements of H(e, E), SBH (e, L, E), and

SPH(e, L, FE) where E is an open or compact subset of R, ¢: E — R is an everywhere nonzero continuous

function, and L = (a%)A(a%)t is an elliptic operator on C?(E, R). Finally, we employ the results to deduce
some applications in the theory of elliptic boundary value problems, existence of optimum LP solution in
operational research, greatest distance in Euclidian geometry, smallest force, and smallest light intensity in
physics. Among other things, we provide a new theorem about extremum values of quadratic forms on the unit

disc in the general inner product spaces.

3. Equivalence

At first we indicate that two arbitrary sets X and Y are said to be equivalent if there exists a 1-1 mapping of
X onto Y. To capture this idea in set theoretic terms, we write X ~ Y [26]. Now, we would intend to show
that the following theorems hold.

Theorem 3.1 For a nonzero constant function € > 0 (res.ande < 0), and for an arbitrary set E C R"™, we
have H(E) ~ SBH(e,E), (res. H(E) ~SPH(e, E) ).

Proof Let ¢: H(E)— SBH(e,E) (res. ¢: H(E) — SPH(e, E)) defined by

o(f)=f+h, (3.1)
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where h: R — R is the function h(z1...,2,) = & > i1 22. Then ¢ is well defined, one to one and surjective.
O
Suppose that A = [a;;] is an n x n positive definite symmetric matrix, and L = (a%)A(aiX)t is an

elliptic operator. Theorem 3.1 can be generalized as follows:

Theorem 3.2 For a nonzero constant function € > 0 (res.ande < 0), and for an arbitrary set E C R™, we
have (H(L,E) ~ SBH(e,L,E) ), (res. H(L,E) ~ SPH(e,L,E) ).

Proof Let ¢ : H(L,E) — SBH(e,L,E) (res. ¢ : H(L,E) — SPH(e,L,E)) be defined as in (3.1) for
M = 22111“ + 4Ei<jaij for (]. § Z,] S n) and

hzy,...,z,) = %(fo +2inxj).

i<j

A simple computation shows that M # 0, and ¢ is well defined, one to one and surjective. O

4. Existence and uniqueness

In this section, we are going to obtain some results on the existence and uniqueness of extremum points of the
elements of H(D), H(L,D), SBH(e,L,D) and SPH(e,L, D), for a compact subset D C R™. We divide the

problem into two steps.

4.1. Step one
We begin with the elements of H(D), SBH (e, D) and SPH(e, D).

Theorem 4.1 Let ) 2 U C R™ be an open set, and € > 0 (res. ¢ <0) on U. Then every f € SBH(e,U)

(res. f € SPH(e,U)) does not have a local mazimum (res. minimum,) point on U .

Proof Let zyp € U be the local maximum point of f € SBH(e,U) for € > 0. Then %(xo) = 0 and

%(xo) <0 forall i=1,...,n. Therefore V2f = ¢ < 0, contradics the hypothesis. The proof of the elements
of SPH(e,U) is similar. O

As a consequence of the properties of continuous functions (see [30]) and Theorem 4.1, we have the

following corollary.

Corollary 4.2 Let ) # U C R™ be an open set, OU be its boundary in R™, D = U U QU be a bounded set
and € >0 (res. € <0). Then every f € SBH(e,D) (res. f € SPH(e,D)) has an absolute mazimum (res.

minimum) point on OU .

Theorem 4.3 Let ) # U C R™ be an open set, and let D = U U AU be a bounded set. If f € H(D) has an
absolute mazimum (res. minimum) point on U, then it has an absolute mazimum (res. minimum) point on OU

with the same value.
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Proof Let zyp € U be the absolute maximum point of f. Let w € H(e, D) for some € > 0, and define the
sequence of functions {fi}ren by fr(z) = f(z)+1w(x). Therefore V2 fi(z) = £ > 0 and so, fx € SBH($,D).
According to Corollary 4.2, let x;, € OU be the absolute maximum point of fi, then fi(zx) > fr(zo) and

F(a0) 2 f(@1) 2 flwo) + 3 (wlwo) — wlzn)),

therefore w(zp) < w(zg). Let limg— ook = Too € U, then

F(a0) 2 limes e (1) 2 (o) + iy ((a0) = w(zn))

and so f(zo) > f(zeo) > f(20), therefore f(xzp) = f(xs). The proof of the absolute minimum point is similar.
O

A celebrated theorem in complex analysis asserts that a holomorphic function defined on a disc, is
completely determined by its values on the boundary of the disc [29]. The following important corollaries are

some similar versions for the stated theorem.

Corollary 4.4 Let ) # U C R™ be an open set, and let D = U U QU be a bounded set. Let f: D — R be an
element of H(D) such that fioy = c for some constant c. Then fip =c.

Corollary 4.5 Let ) # U C R™ be an open set, D = U U QU be a bounded set, and f,g € H(D) (res.
V2f = V2g = € for an arbitrary continuous function € defined on D) such that flov = gjou = ¢ for some

continuous function ¢ : OU — R. Then fip = g|p. In other words, ¢ has at most one extension on D.

The following example shows that the extenstion of ¢ on D in Corollary 4.5, in general, does not exist.

It also shows that an elliptic boundary value problem does not have essentially a zero.

Example 4.6 Let U = (1,2) U (3,4), p1(x) =z, w2(x) =0 and e(x) = 6x. Then D = [1,2]U[3,4] and the

elliptic boundary value problem

{ 227];:6 if x € D,
f(x) = @i(z) if xt€dD

does not have any solution for i =1,2.

The following example shows that the function ¢ in Corollary 4.5, may have infinitely many extensions
on a set properly containing D.

Example 4.7 Let m € N, and the functions o, Bm,Vm : B — R are defined by

;1 .
aw={ ¢ 0

and

S B (£)dt .
Bm(z) = alz —m)a(m+1—x), vn(z)= { if w<m+1,

St B ()t
0 if x >m+1.
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Let U = {(z1,...,azn)|z}+ 422 <1}, and ¢ : OU — R is defined by ¢(z1,...,2,) = 1, then a computation
shows that fm : R" — R given by fu(z1,...,2n) = Ym(\/22 + -+ 22) is an element of C*(D,R) N H(D),

and also an extension of ¢ on R™ for all m € N.

The following example shows that an element of H(U), in general, does not have an extension in H(D).
Example 4.8 Let n € N, U = {(z1,...,74,)|0 < Zi=j"2? < 1} and
f(xh ceey I4n) = (Ei%ni?)717

then OU = (z1,...,24)| 8122 =1} U {0}, f € H(U), and an argument using continuity shows that f does
not have an extension f € H(D).

4.2. Step two

Here we will generalize the previous theorems for the elements of H(L, E), SBH(e,L,E) and SPH(e,L, E),
where E is an open or compact subset of R™, ¢ is an everywhere nonzero continuous function on E, and L is
an elliptic operator on C?(E, R).

Any n x n symmetric positive definite matrix is orthogonally similar to the diagonal matrix A =

diag(M1, ..., \n) with real entries of its eigenvalues. Therefore there exists an invertible matrix C' such that
0 0] 0 0

A=CAC~! and C~! = C" [20]. Let — be the 1 x n matrix — = (=——,..., =), = be the 1 x n matrix
ox ox 0x1 oxy,

o 0 0?

x=(x1,...,2,), and pr 37:173 = 9207 symbolically. Define the new matrix y = (y1,...,y,) by y' = Czt.
. . . ; 0 0
A simple computation shows that A\; >0 forall 1 <i<n, A=C'AC and 7 = a—C. Therefore
€z Y

9,9, ,0 (O o, (9N . 9
L= gt = (000 (5,) =54 () =Svg

The following results are immediate consequences of subsection 4.1 and the former discussion.

Theorem 4.9 Let ) £ U C R"™ be an open set, L be an elliptic operator and € >0 (res. € <0) on U. Then
every f € SBH(e,L,U), (res. SPH(e,L,U)), does not have a local maximum (res. minimum) point on U .

Corollary 4.10 Let ) # U C R™ be an open set, D = U U AU be a bounded set, L be an elliptic operator on
C?*(D,R) and € >0 (res. € <0) on D. Then every f € SBH(e,L,D), (res. SPH(e,L,D)) has an absolute

mazimum (res. minimum) point on OU .

Theorem 4.11 Let ) # U C R™ be an open set, D = U U IU be a bounded set, and let L be an elliptic
operator on C?>(D,R). If f € H(L,D) has an absolute maximum (res. minimum) point on U, then it has an

absolute mazimum (res. minimum) point on OU with the same value.

Corollary 4.12 Let ) # U C R™ be an open set, D = U U QU be a bounded set, and let L be an elliptic
operator on C*(D,R). If f : D — R be an element of H(L, D) with f =c on U for some constant c, then
f=conD.
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Corollary 4.13 Let ) # U C R™ be an open set, D = U U AU be a bounded set, ¢ : OU — R be a continuous
function, L be an elliptic operator on C*(D,R), and f,g € H(L,D) (res. Lf = Lg = € for an arbitrary
continuous function € defined on D) such that floy = gouv = ¢. Then fip =gp-

Remark 4.14 Suppose that ) # U C R™ is an open subset, D = U UJU, and ¢ : D - R, ¢ : 0D — R
are continuous functions. Let L be an elliptic operator on C%*(D,R) with matriv A, f : D — R be a
C? function such that Lf = ¢ on D, and f = ¢ on OD. Let C be an orthogonal matriz such that
CAC™Y = A = diag(\1,...,\n), Ni > 0 for i =1,....,n. Let y = (y1,---,Yn),x = (71,...,2,) and
define the linear isomorphism | : R* — R" by l(z) = 2C* =y. If V = I(U) = UC* and D =V U IV, then
dD = 1(8D) = (dD)C*. Define the functions g : D — R, ¢ : D — R and e : D — R by g(y) = f(z),
Y(y) = p(z) and e(y) = e(x) respectively, so g(dD) = f(OD) = p(dD) = ¢(dD). Since f is a C? function,

then so is g. Moreover, g—g = gi Ct and
99,99y _ (O cypn 9L o
af of ., ('9f of .,

= SHCNO)(G) = ALY = e(@) = ely).

Therefore the following two boundary value problems are equivalent, in the sense that one of them has a solution

if and only if the other has a solution, i.e.

{ L(f)(x)

=0 ifzeD, {A(g)(y):o if ye D,
f(z) = ¢(=)

if v€0D. | g(y)=4ly) if yedD.

Similarly,

{L(f)(x)=€ if x €D, {A(g)(y)=6 if ye D,
f(z)=¢(x) if x€aD. 9(y) =Yy if y€aD.

5. Applications

In this section, some applications of the preceding results would be provided.

5.1. Uniqueness of solution in the elliptic boundary value problems

The following uniqueness theorem, is based on the Corollary 4.13, that we have just obtained.

Theorem 5.1 Let ) # U C R™ be an open set, D = U U QU be a bounded set, L be an elliptic operator on
C?(D,R) and ¢ : 9D — R be a continuous function. Then the boundary value problem

=0 if teD,
(x): p(x) if x€0D

has at most one solution on D .
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5.2. Property of the extremum values for the quadratic forms
In the following, a theorem on the eigenvalues of the matrix of a quadratic form would be proved. This theorem
provides a notable result on the eigenvalues of the self adjoint linear transformations.

Let m € N, og be the inner product on R™*! with symmetric positive definite (m+1) x (m+1) matrix
S, and let A bean (m+1)x (m+1) symmetric matrix such that AS = SA. Let U = {z € R™}|og(x,z) < 1},
and f(z) = og(xA,z) for # € R™*!. Then U = {z € R™ ! og(x,2) = 1} and D = U UJU is a compact
subset of R™*1. A simple computation shows that f is an element of H (e, D)UH (D) for e = 2trAS. Corollary
4.2 and Theorem 4.3 imply that fip takes its extremum on OU. Let ¢ > 0, and f takes its maximum at a
point u € OU. Then x € OU implies that f(z) < f(u). Let A\ = f(u), so og(z,z) = 1 implies that
fu) = Xos(z,2) = os(Az,x), or o5(xA,x) < og(Az,x). The last inequality is valid for all z € R™1 because
let @ > 0 and og(z,z) = a?, then z = ay, where o5(y,y) = 1, hence 05(24,2) = os5((ay)A, ay) = a’os(yA,y)
and og(\z,2) = a’os(A\y,y). But os(yA,y) < os(\y,y) since o5(y,y) = 1. Therefore

0s5(24,2) = a*os(yA,y) < a*os(\y,y) = os(A2, 2) (5.1)

and the inequality is proved.

If 4 is an eigenvalue of A, with corresponding eigenvector w € R™1 then (5.1) implies that
pos(w,w) = og(pw,w) = og(wA,w) < os(Aw,w) = Aog(w,w),

and so p < A, i.e. A is the largest eigenvalue of A.
Let B = A — A, so (5.1) asserts that og(2B,2) < 0 for all 2 € R™!. Let g(z) = 05(2B,2), then
g(2) <0 for all z € R™*! and

g(u) =os(uB,u) = og(ud— Au,u)
= os(ud,u) —og(Au,u) = f(u) — Aos(u,u) = 0.

Let v € R™! — {0} be arbitrary, and consider the function h(t) = g(u + tv) for t € R. A simple computation
shows that h(t) = 2tog(uB,v)+t?g(v). Therefore h(0) = 0 and the quadratic polynomial h takes its maximum
at t =0, so h/'(0) = 20g5(uB,v) = 0. Since v is arbitrary, we have uB = 0, or uA = Au.

The following theorem is a consequence of what we have just proved.

Theorem 5.2 For m € N and any inner product space (R™V', 05) with symmetric positive definite matriz
S(mA1)x (m+1) » ANy symmetric matric Ay i1)x(m+1) satisfying AS = SA and trAS >0 (res. trAS <0), the
mazimum (res. minimum) point of f(x) = os(zA,x) defined on D = {x € R™ og(z,z) < 1} lies in OD,

with the value equal to the largest (res. smallest) eigenvalue of A.

Note that if S be the identity matrix, then a special case of Theorem 5.2, would be obtained.

Theorem 5.3 Let A = [a;;] be a symmetric (m + 1) x (m + 1) matriz of real numbers. Then at least one
of the maximum or minimum points of the function f(x1,...,Tm41) = E?fjillaijxixj defined on the unit ball
B = {(#1,....;xmy1) € Rz + -+ 22 <1} lies in OB, with the value equal to the largest or smallest

eigenvalue of the matriz A, respectively. If trA = 0, then both of the maximum and minimum points of the
function f on B, lies in OB.
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The following corollary, is also a special case of Theorem 5.2.

Corollary 5.4 Let (R™! 0g) be any inner product space with symmetric positive definite matriz S(m41)x (m+1) -
Then for any symmetric matriz Agm,41)x(m+1)» and any polynomial I' with real coefficients, satistying AS = SA
and trT'(A)S > 0 (res. tr['(A)S < 0), the mazimum (res. minimum) point of f(x) = og(al'(A),z) defined
on D = {x € R™" Y og(x,z) <1} lies in 0D, with the value equal to the largest (res. smallest) eigenvalue of
r'(4).

If M is a p x ¢ matrix of real entries, the norm of M = [m;;] denoted by ||M]|, is defined to be the
nonnegative number given by the formula ||M]| = X:=F E§Z§’|mij|. For an infinite sequence of p x ¢ matrices
Ti(k =1,2,...) whose entries are real numbers, denote the ij—entry of T} by tfj. If for a sequence {ay}ren

of real numbers, all pq series
Skrapt;, (i=1,...,p1j=1,...,q) (5.2)

are convergent, then we say that the series of matrices Yy—jarTy is convergent, and its sum, denoted by
X a, Ty is defined to be the p x ¢ matrix whose ij—entry is the sum of the series in (5.2). If Xp—1|ax|| Tkl
converges, then Weierstrass test implies that the matrix series Y—ja;T) is convergent [30]. In the case that
p = q, each T} be a symmetric matrix, and Xy—;a;T} be a convergent matrix series, then X2, a7} is also a
symmetric matrix.

The following theorem is a consequence of the above discussion and Corollary 5.4.

Theorem 5.5 For any inner product space (R™1 0g), any power series Yy—1axz® with radius of convergence
R > ||S|l, A = X2 axS* satisfying trAS > 0 (res. trAS < 0), the mazimum (res. minimum) point of
f(x) = os(zA,x) on D = {z € R™" og(z,x) < 1} lies in 0D, with the value equal to the largest (res.

smallest) eigenvalue of EzozlakSk,

5.3. Existence of optimum solution in operational research

In operational research, the feasible solution space of a two variables LP problem represents the compact set
D, in the first quadrant in which all the constraints are satisfied simultaneously. An important characteristic of
the optimum LP solution is that, it is always associated with a corner point in dD of the solution space where
two lines intersect. Since an affine function is a harmonic function, the following result, generalizes the theorem

of the existence of a solution to an n variables problem [35].

Theorem 5.6 Let ) # U C R™ be an open set, and let D = U U AU be a bounded set. Then every affine

function defined on D, takes its extremums on OU .

5.4. Greatest distance between a point and a compact set

Let § # D C R™ be a compact set, (p1,...,pn) € R™ and f : R™ — R be defined by the equation
flxe,. .. 2n) = XE0(2; — p;)?, then V2f =2n > 0 and so, Corollary 4.2 implies the following theorem.

Theorem 5.7 The farthest point of a compact set ) # D C R"™ from a point p € R™, lies on OD.
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5.5. Inverse-square law

The inverse-square law in physics, is any physical law stating that a specified physical quantity or intensity, is
inversely proportional to the square of the distance from the source of that physical quantity. The law of light
intensity, Newton’s law for universal gravitation, and Coulomb’s law for the electrostatic force of interaction

between two point charges, follow an inverse-square behavior [21].

As the consequences of Theorem 5.7, we have the following results.

Corollary 5.8 The smallest light intensity emitted from a spherical source at a point p of a thin plate, is

occurred necessarily when p belongs to the boundary of the plate.

Corollary 5.9 The smallest gravitational (res. electrostatic) force, between a point mass (res. charge) p and

a point mass (res. charge) q of a body, is created necessarily when q belongs to the outer shell of the body.

Acknowledgment

The author would like to thank the referee for some very useful comments.

References

[1] Al-Refai M, Luchko Y. Analysis of fractional diffusion equations of distributed order: Maximum principles and their
applications. Analysis 2016; 36 (2): 123-133. doi: 10.1515/anly-2015-5011

[2] Al-Refai M, Luchko Y. Maximum principles for the fractional diffusion equations with the Riemann-Liouville
fractional derivative and their applications. Fractional Calculus & Applied Analysis 2014; 17 (2): 483-498. doi:
10.2478/s13540-014-0181-5

[3] Al-Refai M, Luchko Y. Maximum principle for the multi-term time-fractional diffusion equations with the
Riemann-Liouville fractional derivatives. Applied Mathematics and Computation 2015; 257: 40-51. doi:
10.1016/j.amc.2014.12.127

[4] Alsaedi A, Ahmad B, Kirane M. Maximum principle for certain generalized time and space fractional diffusion
equations. Quarterly of Applied Mathematics 2015; 73: 163-175. doi: 10.1090/S0033-569X-2015-01386-2

[5] Bahaa GM. Optimal control problem and maximum principle for fractional order cooperative systems. Kybernetika
Praha 2019; 55 (2): 337-358. doi: 10.14736/kyb-2019-2-0337

[6] Boccardo L, Orsina L. Strong maximum principle for some quasilinear Dirichlet problems having natural growth
terms. Advanced Nonlinear Studies 2020; 20 (2): 503-510. doi: 10.1515/ans-2020-2088

[7] Borikhanov M, Kirane M, Torebek BT. Maximum principle and its application for the nonlinear time-fractional
diffusion equations with Cauchy-Dirichlet conditions. Applied Mathematics Letters 2018; 81: 14-20. doi:
10.1016/j.aml.2018.01.012

[8] Brown JW, Churchill RV. Complex Variables and Applications. 8th ed. Boston, MA, USA: McGraw- Hill, 2004.

[9] Cao L, Kong H, Zeng SD. Maximum principles for time-fractional Caputo-Katugampola diffusion equations. Journal
of Nonlinear Sciences and Applications 2017; 10: 2257-2267. doi: 10.22436/jnsa.010.04.75

[10] Chan CY, Liu HT. A maximum principle for fractional diffusion differential equations. Quaterly of Applied Math-
ematics 2016; 74: 421-427. doi: 10.1090/qam/1433

[11] Chen W, Li C. Maximum principles for the fractional p-Laplacian and symmetry of solutions. Advances in Mathe-
matics 2018; 335: 735-758. doi: 10.1016/j.2im.2018.07.016

78



[24]

)
o &

[28]

[33]

[34]

PARSIAN/Turk J Math

Corréa FJSA, Souto MAS. On maximum principles cooperative elliptic systems via fixed point index. Nonlinear
Analysis: Theory, Methods & Applications 1996; 26 (5): 997-1006. doi: 10.1016/0362-546X(94)00214-2

De Figueiredo DG, Mitidieri E. A maximum principle for an elliptic system and applications to semilinear problem.
SIAM Journal on Mathematical Analysis 1986; 17 (4): 836-849. doi: 10.1137/0517060

De Figueriedo DG, Mitidieri E. Maximum principles for cooperative elliptic systems. Comptes Rendus de I’Académie
des Sciences (Série I) 1990; 310 (2): 49-52.
De Figueiredo DG. Selected Papers. Switzerland: Springer International Publishing, 2013, pp. 291-321.

Dowling PN. Extensions of the maximum principle for vector valued analytic and harmonic functions. Journal of
Mathematical Analysis and Applications 1995; 190 (2): 599-604. doi: 10.1006/jmaa.1995.1095

Dowling PN. The maximum principle for Banach space valued harmonic functions. Journal of Mathematical Analysis
and Applications 1993; 173 (1): 255-257. doi: 10.1006/jmaa.1993.1064

Enache C. Maximum principles and symmetry results for a class of fully nonlinear elliptic PDEs. Nonlinear
Differential Equations and Applications 2010; 17: 591-600. doi: 10.1007/s00030-010-0070-5

Fleckinger J, Hernandez J, De Thélin F. On maximum principles and existence of positive solutions for some
cooperative elliptic systems. Differential and Integral Equations 1995; 8 (1): 69-85.

Haffman K, Kunze R. Linear Algebra. 2nd ed. New Delhi, India: Prentice Hall of India, 1984.

Halliday D, Walker J, Resnik R. Fundamentals of Physics. 10th ed. Hoboken, NJ, USA: John Wiely & Sons, Inc.,
2014.
Khafagy SA. Maximum principle and existence of weak solutions for nonlinear systems involving different degener-

ated p-Laplacian operators on R"™. New Zealand Journal of Mathematics 2009; 39: 151-163.

Kirane M, Torebek BT. Extremum principle for the Hadamard derivatives and its application to nonlinear fractional
partial differential equations. Fractional Calculus & Applied Analysis 2019; 22 (2): 358-378. doi: 10.1515/fca-2019-
0022

Kochubei A, Luchko Y. Handbook of fractional calculus with applications. In: Machado JAT (editor). Fractional
Differential Equations, Vol. 2. Berlin, Germany: Walter De Gruyter, 2019.

Lang S. Complex Analysis. 4th ed. New York, NY, USA: Springer Verlag Inc., 1999.
Lin SYT, Lin YF. Set Theory with Applications. 2nd ed. USA: Mancorp Publishing Inc., 1985.

Luchko Y, Yamamoto M. General time-fractional diffusion equation: Some uniqueness and existence results for the
initial-boundary-value problems. Fractional Calculus & Applied Analysis 2016; 19 (3): 676-695. doi: 10.1515/fca-
2016-0036

Luchko Y, Yamamoto M. On the maximum principle for a time-fractional diffusion equation. Fractional Calculus
& Applied Analysis 2017; 20 (5): 1131-1145. doi: 10.1515/fca-2017-0060

Ponnusamy S, Silverman H. Complex Variables with Applications. Basel, Switzerland: Birkh&user Verlag AG, 2006.
Rudin W. Principles of Mathematical Analysis. 3rd ed. New York, NY, USA: McGraw-Hill Inc., 1976.

Serag HM, El-Zahrani EA. Maximum principle and existence of positive solutions for nonlinear systems on R".
Electronic Journal of Differential Equations 2005; 85: 1-12.

Serag HM, Khafagy SA. On maximum principle and existence of positive weak solutions for m X m nonlinear
elliptic systems involving degenerated p-Laplacian operators. Turkish Journal of Mathematics 2010; 34: 59-71. doi:
10.3906/mat-0707-8

Serag HM, Qamlo AH. Maximum principle and existence of solutions for non necessarily cooperative systems
involving Schrédinger operators. Miskole Mathematical Notes 2009; 10 (2): 207-221. doi: 10.18514/MMN.209.145

Shengda Z, Stanislaw M, Van Thein N, Yunri B. Maximum principles for a class of generalized time-fractional
diffusion equations. Fractional Calculus & Applied Analysis 2020; 23 (3): 822-836. doi: 10.1515/fca-2020-0041

79



[35]
[36]

[37]

[38]

80

PARSIAN/Turk J Math

Taha HA. Operation Research: An Introduction. 8th ed. Upper Saddle River, NJ, USA: Person Prentice Hall, 2007.

Thorp E, Whitley A. The strong maximum modulous theorem for analytic functions into a Banach space. Proceed-
ings of the American Mathematical Society 1967; 18: 640-646. doi: 10.1090/S0002-9939-1967-0214794-2

Ye H, Liu F, Anh V, Turner I. Maximum principle and numerical method for the multi-term time-space
Riesz-Caputo fractional differential equations. Applied Mathematics and Computation 2014; 227: 531-540. doi:
10.1016/j.amc.2013.11.015

Zhenhai L, Shengda Z, Yunru B. Maximum principles for multi-term space-time variable-order fractional diffusion
equations and their applications. Fractional Calculus & Applied Analysis 2016; 19 (1): 188-211. doi: 10.1515/fca-
2016-0011



	Preliminary notes
	Introduction
	Equivalence
	Existence and uniqueness
	Step one
	Step two

	Applications
	Uniqueness of solution in the elliptic boundary value problems
	Property of the extremum values for the quadratic forms
	Existence of optimum solution in operational research
	Greatest distance between a point and a compact set
	Inverse-square law


