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Abstract: Significant improvements have been made in automatic speech recognition (ASR) systems in terms of both the
general technology and the software used. Despite these advancements, however, there is still an important difference
between the recognition performance of humans and machines. This work focuses on the studies conducted in the
field of Turkish speech recognition, the progress made in such studies in recent years, the language-specific constraints,
the performance results achieved in the applications developed to date, and the development of a general scheme for
researchers wishing to develop an ASR system for the Turkish language. A comprehensive study on the Turkish language,
including all literature and speech recognition systems, was prepared. There has been significant progress in the languages
of developed countries in terms of ASR systems, but it was observed in this work that the opposite is true for the Turkish
language. The lack of labor force and material resources remains the biggest obstacle to developing better systems. As
a result, concrete studies are needed to achieve an ASR system with performance equivalent to the human level for the
Turkish language.

Key words: Turkish speech processing, automatic speech recognition (ASR), feature extraction, classifiers, end-point
detection, robust ASR

1. Introduction
Speech is the most effective method of communication among people. For this reason, it is the most natural
approach for data exchange, and the demand for people to interact vocally with computers is steadily increasing.
Much work has been done to meet this demand of people, such as performing simple tasks with human-machine
interaction or simulating people’s speaking abilities or speech to text applications [1]. In recent years, the
progress needed for speech recognition systems has been accomplished by studies carried out in this field and
the studies for the development of more robust systems have been increasing in number.

Speech recognition systems mainly include the modeling of signals and the matching of the patterns.
The modeling of signals is the process of converting voice signals to a number of parameters and it includes 4
process steps: spectral shaping, feature extraction, parameter transformation, and statistical modeling. Spectral
shaping is the process of converting a speech signal to a digital signal and emphasizing the important frequency
parts in the signal. Feature extraction is the process of obtaining different features from speech signals such as
power, pitch, and vocal tract configuration. Parameter transformation is the conversion of these features into
signal parameters. Statistical modeling involves the conversion of parameters into observation vectors [2–4].

Research on speech recognition models started in 1936 at Bell Labs. The first ideas about speech
recognition were related to the evaluation of the acoustic phonetic structure. In 1952, a speaker-dependent
isolated digit recognition system was developed by Davis et al. in Bell Labs [5]. In early 1960, special hardware
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was produced to accelerate computers sufficiently, which recognized vowels [6]. Usable structures were proposed
by Velichko and Zagoruyko [7], Sakoe and Chiba [8], and Itakura [9] regarding isolated recognition in the
1970s. Studies carried out until the 1980s were focused on the isolation of speech. Problems with continuous
speech recognition became the subject of research for the first time in the 1980s. In those years, there was a
transition from the template-based approach used for statistical modeling methods. A hidden Markov model
structure started to be used in speech recognition applications [10, 11]. Bayesian computation and clustering
techniques were also proposed in the 1990s. The aim was to find maximum probability values and to produce
more successful results [12]. The adaptive learning problem was solved after the 2000s and learning-based
automatic speech recognition (ASR) systems were developed [13]. Today, more successful results are obtained
with the development and spread of GPU architecture and the use of deep learning systems [14]. In recent years,
many postgraduate theses related to the Turkish language have been completed. An end-to-end Turkish speech
recognition system was developed in the doctoral thesis of Asefisaray [15] in 2019. The aim was to predict and
correct punctuation marks in the text. Ultimately, 63.4% of commas, 68.9% of periods, and 82.5% of question
marks were corrected. Environmental speech recognition was proposed by Arslan [16] in 2018. Classification
was performed with 99.9% accuracy in the detection of gunshot sounds and 98.4% in the detection of screams
and vehicular accident sounds. Finally, in the master’s thesis prepared by Akın [17], it was aimed to develop
a model based on biometric recognition through discrimination of twin voices, which were difficult to separate
visually and auditorily. In the tests performed with a test set containing 78 twin voices, 91% of them were
identified correctly. Although there has been considerable progress in ASR systems over the last 60 years, there
are still many problems that need to be solved and many issues to be improved [18].

Automatic speech recognition has started to be used in many areas, such as problems requiring hu-
man/machine interaction, travel information management, weather reports, automatic data entering, speech
recognition, and data access, because ASR models produce more successful results. In the modeling of speech
recognition systems, the workflow given in Figure 1 is usually followed. Accordingly, after the audio signal is
received in the system via the microphone, the preprocessing stage is started. At this stage, the extraction of
speech samples, digitizing, use of various filters when necessary, labeling, and transformation into a specified
format are carried out. Here, the aim is to produce a state of speech that is less simple, and free of speech
variations and noise. In the next step, parameters are obtained from sampled audio signals. Various calculations
are performed to extract the properties of the speech at certain time intervals. The data obtained in this step
are critical values for speech recognition and they provide critical keys. In the next step, a comparison of the
predicted words from the parameters and important data is performed with the language models. Accordingly,
the data set of words is used when guessing words from the acoustic model output. Thus, it is aimed to choose
the most correct word [18].

This paper presents a detailed analysis of the scientific studies carried out in the field of Turkish speech
recognition applications, focusing on the performance values that were achieved in sample projects the goals
that remain unmet, and the projections for work that might be conducted in the future. Information on the
characteristics of the Turkish language and relevant studies is given in Section 2, while the results of previous
studies and the gaps in the literature are addressed in Section 3.

2. Turkish speech recognition techniques

In this section, techniques used in Turkish speech recognition (TSR) systems are summarized. The subjects of
the study and the algorithms used for classification are categorized based on audio signal analysis methods and

3254



ARSLAN and BARIŞÇI/Turk J Elec Eng & Comp Sci

Preprocess ing(noise removal)

Feature Extraction and Syllable Border Definition

Acoustic Model

SearchLanguage Model

Postprocess ing and Recognized Utterance

Speech Signal

Figure. Basic flow of speech recognition systems [18].

all studies carried out on TSR systems are presented.

2.1. Brief overview of the Turkish language

The Turkish language, spoken in Turkey, belongs to the Oghuz group of the Turkic languages within the Ural-
Altaic language family [19–21]. It is spoken in a wide geographical area mainly spanning Turkey, Cyprus,
Iraq, the Balkans, Middle Asia, and Central European countries. It is an agglutinative language. The
alphabet has 29 letters [22]. Today, the development of voice, communication, and processing technologies
necessitates the development of robust and reliable speech recognition engines that take into consideration
the vocabulary, acoustic parameters, communication structures, and language models of the Turkic languages,
which are considered as the languages of the Silk Road and are spoken by about 100 million people [23].
The development of speech recognition systems is a challenging process. Different speech recognition software
must be created for each language. Therefore, the speech recognition software developed for each language
has to solve the problems arising out of that language’s specific features [24]. Since the Turkish language is an
agglutinative language, the number of words that can be derived, compared to other languages, cannot be easily
delimited. More than 100,000 morphological variants of a verb stem alone can be generated with derivational
affixes and inflectional suffixes. When this derivation process is carried out for each stem in Turkish, billions of
different morphological structures emerge [25]. Other morphologically rich languages, such as Czech, Finnish,
and Hungarian, experience a similar problem in terms of speech recognition [26]. This feature of the language
increases the number of out-of-vocabulary words and requires working with large audio sources. Language
models used in speech recognition systems are expected to have a low number of nondictionary words in order
for them to contribute to performance [27]. This phenomenon causes the development of TSR systems to be a
challenging problem because it affects the recognizer performance directly and causes a decrease. Moreover, the
fact that the Turkish language allows free word alignment makes it difficult to create robust language models
[28]. Alternative suggestions have been put forward to solve these problems. In the context of the recognition
unit, the use of various subword units as an alternative to words was proposed [29, 30]. Previous studies carried
out in the field of TSR are generally based on the language model, and they are word-based, stem-affix-based,
syllable-based, and morphology-based. The results obtained vary based on the n-gram level and the source of
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the data set used [28]. Even though there are many papers in the literature on speech recognition, very few of
those studies are on the Turkish language. The majority of studies are on languages such as English, Chinese,
Spanish, German, and French [23]. In development of intelligent devices, speech recognition techniques for
many foreign languages, especially English, are largely used, and new technological devices come with speech
recognition support, but none have Turkish support [31]. One of the first studies carried out in the field of
speech recognition for the Turkish language was about isolated recognition, conducted in 1999 [32]. Subsequent
studies have been based on new units that are alternatives to words (letters, roots, root + suffix, stem, etc.) for
large vocabulary systems. Mengusoglu and Deroo were the first to adapt the stems and stem-affixes in Turkish
as speech recognition units [33]. In the last decade, extensive studies have been carried out on TSR in the field
of automatic writing and retrieval of news programs [34].

2.2. Types of speech recognition

Speech recognition systems are classified based on the speech recognition approaches, speech utterance, speaker
model, feature extraction, and terminology [4, 35].

2.2.1. Speech utterance

Speech recognition systems are basically divided into four categories based on speech utterance [35]. Isolated
word recognition requires remaining silent on both sides of the sample windows. This does not mean that it
always accepts a single word; it requires a single simultaneous expression. This type is good for command-based
systems but is not suitable for multirow word input systems. Word borders are certain and the expressions
are pronounced clearly. The disadvantage of this type is that it is affected if different borders are determined.
Connected word recognition is a system that expects small pauses between words during speech. Although
it is like an isolated word recognition system, it allows processing with insignificant interruptions between
expressions. Continuous speech recognition deals with speech in which words are connected together instead
of being separated by silence. Unknown border information on words, coarticulation, the production of the
surrounding phonemes, and speech speed affect the performance of continuous speech recognition systems.
Finally, spontaneous speech recognition, which is actually the system expected by the users, is a system of
recognition of natural or unprepared speech such as interviews, discussions, dialogues etc. Such ASR systems,
which are able to recognize voices spontaneously, recognize various natural sounds (hmm, uh, silence, etc.) [35].

2.2.2. Speaker model
People, pronounce words differently due to their different physical characteristics. In the process of developing
speech recognition systems, they are divided into 2 classes as the main consideration. For speaker-dependent
models, the speech recognition system can only work with specific speakers. Such systems require less work,
yield results that are more accurate, and solve problems more easily. Speaker-independent models, on the
other hand, are systems that support speaker diversity. They use data sets where different speech samples are
collected. The development of such systems is cumbersome, requires difficult problems to be solved, and may
yield results with less precision (accuracy). However, these systems are more flexible and can cope with different
situations [35].

2.2.3. Based on volume of words
The vocabulary with which a speech recognition system works is an element that affects the unpredictability
of the system, the resolution of prerequisites by the system, and the accuracy of recognition. While some
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applications can work with a few words (command-based), others may need stronger word data sets. It is
possible to classify sets of words as small (up to ten words), medium (up to 100 words), large (up to thousands
of words) and very large [36]. When all available studies are analyzed in light of the sample of studies given in
Table 1, it is understood that no specific type was preferred in the studies carried out for Turkish and that these
studies performed modeling based on different voice types depending on the data set used for the problems that
the researchers wanted to create solutions for (conversion from voice to text, voice command systems, voice-
activated security systems, automatic response centers). It was confirmed that higher performance values were
achieved in field-based studies or in studies where the volume of words was smaller, and better classification
results were obtained in isolated and speaker-independent models.

Table 1. List of some studies in Turkish according to speech recognition types.

Name of authors Utterance Speaker
model

Volume of words Classification
unit

Performance

Buyuk et al. [37] Continuous Speaker-
independent

Word set on
radiology

Word and
sentence based

SV* :90 % LV*:
44 %

Peker [31] Isolated Speaker-
independent

Numbers in the
range 0–9

Command-based 84 %

Caner and Üstün [38] Isolated Speaker-
dependent

Turkish vowels Word-based
(vowels, consonants)

70 %

Keser and Edizkan [39] Isolated Speaker-
independent

METU 1.0 Dataset Phoneme 70 %–80 %

Büyük et al. [40] Continuous Speaker-
independent

2151 Test Data Syllable-based 3 % increase
performance

2.3. Feature extraction methodologies

Feature extraction techniques are utilized to extract speech signals for use in speech recognition systems. The
aim is to maintain the distinctive power of the signals while reducing the size of the input vector. With regard
to the problem of the classification process in speech recognition systems, the number of training and test
vectors grows with the size of the input given, so the feature of the speech signal needs to be extracted. There
are methods commonly used to extract features from speech signal samples [41]. Some of them are analogue
to digital transformation, short-term frequency analysis, discrete Fourier transformation, filter bank analysis,
autocorrelation analysis, cepstral processing, linear prediction analysis, and wavelet transformation. In this
section, some feature extraction methods used in Turkish language studies are summarized.

2.3.1. Mel frequency cepstral coefficients (MFCC)

This is one of the feature extraction methods most commonly used in speech recognition. It is not a linear
structure in terms of detecting the frequency content of the sounds for speech signals [42]. It possesses features
that increase the accuracy of recognition process, including delta and double delta values. Moreover, it lacks
some features in the design of robust speech recognition systems in noisy speech [43]. The MFCC feature
extraction process has several steps. The preemphasis stage is used to increase the energy level at high
frequencies of input signals. Thus, the data in these regions are taken as better and these data are useful
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in hidden Markov model(HMM) training. Windowing slices the input signal into discrete time segments. This
is performed by using a window of N milliseconds in width and offsets of M milliseconds in length. Discrete
Fourier transform(DFT) is applied to each window. This results in the magnitude and phase representation of
the signal. DFT spectrum results include information for each frequency. However, humans are less sensitive to
frequencies above 1 kHz. For this reason, the logarithmic mel scale is applied to DFT outputs. Finally, cosine
transformation is applied to the mel spectrum data and mel-cepstral coefficients are obtained. Thus, the MFCC
features are reached [44].

2.3.2. Linear predictive coding (LPC)

This is one of the most powerful signal analysis techniques. It is used to estimate the basic parameters of
speech. It provides accurate estimation of speech parameters and is also an effective speech modeling method.
The fundamental idea of the LPC method is that a speech sample can be estimated as a linear combination
of past speech examples. With the minimization of the differences between real speech and predicted speech,
unique parameters or prediction coefficients can be identified. These coefficients constitute the basis of the
LPC method. These estimated coefficients are used to generate the parameters of robust speech recognition
systems known as cepstral coefficients [45]. The first step in LPC processing starts with digitization. The
preemphasis step is applied for spectral smoothing of the speech signal and to make it less sensitive to external
influences. Then, in the second step, the preemphasized speech signal is blocked into frames of ‘n’ samples,
with adjacent frames being separated by ‘m’samples. In the next step, windowing is performed to minimize
signal discontinuity at the beginning and end of each frame. Then for each frame of the windowed signal, the
highest correlation value is obtained by automatic correlation. Finally, the autocorrelated value of each frame
is converted to LPC parameters [46]. The studies and performance results using different feature extraction
methods are shown in Table 2.

Table 2. Summary of previous studies (extraction methods).

Name of
author

Feature
extraction

Details of study Performance

Palaz et al.
[23]

MFCC
Is a speaker-independent speech recognition application.
Classification was made using HMM model for
continuous and isolated speeches.

Without noise: 96.76%
With noise: 65.61%

Gelegin and
Bolat [47]

MFCC
Is a command-based (20), speaker-dependent
speech recognition application. Classification was made
through HMM.

Results ranging be-
tween 92% and 100%.

Yakar and
Aşlıyan [48]

LPC +
MFCC

Is a syllable-based, isolated Turkish speech recognition
application. Worked with a 200-word vocabulary.
Classification was made through HMM.

20% increase was
achieved

Oflazoglu and
Yıldırım [49]

MFCC +
LPC

Study was conducted in determining the feeling angry
– not angry with the help of the acoustic feature.
Classification was made through naïve Bayes which is a
sort of classifier.

75.8%

Akın et al.
[50]

PLP Solution was provided for nonvocabulary problems for
agglutinative languages such as Turkish

20.01
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2.4. Speech recognition approaches
2.4.1. Template based approaches
In template-based approaches, for the recognition of unknown speech, the best match needs to be found. This
match is achieved by comparing recognition outputs with prerecorded template words [51]. It has highly accurate
classification performance in word-based recognition systems [47, 52–54]. The basic idea of this technique is
to create a collection of sample speech patterns and keep them as a reference while catching the most suitable
match by comparing the unknown expressions to these patterns. It allows eliminating many segmentation and
classification problems that arise from studies conducted with subunits as the units to be recognized do not
necessarily have to be broken down into words or subword units. It is possible to perform the recognition
process on sentences. On the other hand, if a speech recognition system with a large vocabulary is developed, it
becomes a rather expensive and impractical method, as a large number of word templates will be needed. It is a
preferable method in modeling with a fixed number of templates [55]. In the study carried out by Edizkan et al.
[52] in 2007, it was aimed to control the direction of navigational vehicles using 5 command templates. Using
the MFCC method, the features of the commands were extracted and sample templates were generated. A 100%
success rate was achieved in tests performed using MATLAB for this application, which is speaker-dependent.
In another study [53] carried out using 6 command templates, a recognition rate of 78% was reached, and an
average of 100% was accomplished in an other study [54] using 60 sentence templates. In studies conducted for
the Turkish language, the general characteristics of the template-based approach were learned and implemented
and satisfying values were achieved in recognition performance.

2.4.2. Probabilistic approaches
It is more appropriate to use probabilistic models when it is necessary to work with incomplete data because
of uncertainties or insufficient data sets. The presence of sounds that could be mixed with each other, speaker
variability, presence of contextual effects, and words with similar audio characteristics are crucial problems for
speech recognition systems [56, 57]. The HMM is the probabilistic approach most commonly used in TSR
applications. Compared to template-based approaches, HMM models can be applied to more general problems
and have a good mathematical basis [18]. In approximately 50% of the studies conducted on the Turkish
language, HMM was used. The performance of the recognition varies depending on the feature extraction
technique, type of problem, and vocabulary used. The studies with the best results are shown in Table 3.

2.4.3. Artificial neural networks (ANNs)

The ANN approach is a method aimed at enabling computers to perform the processes of displaying, analyzing,
and characterizing speech based on the set of acoustic features extracted. The methods in this category use
pragmatic information for phonetic, syntactic and semantic features and even segmentation and labeling, aiming
to learn the relationships between phonetic events. The focus of this approach is on the representation of
information and the integrated use of information sources [18]. In a study carried out by Özbey and Bayar [25],
a TSR model was developed. The CMU Sphinx voice recognition library was used. With classification using
an ANN, 70% accuracy was achieved. In another study, a syllable-based TSR system was developed [61]. In
the continuous speech recognition system, developed using a time delay neural network (TDNN), classification
was performed with accuracy of 65.6%. In another study [62] in which an ANN was used, work was carried out
on the integration of biometric systems and security systems. A 99% classification rate was achieved following
200 test results.
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Table 3. Summary of previous studies (stochastic approach).

Name of
authors

Vocabulary Details of study Percentage of error

Aksoylar
et al. [24]

Metu 1.0, SUVoice
Models with limited and
larger vocabulary were compared.
It runs on phoneme basis.

Recognition of numbers: 1%
Names of places: 1.2%
Sports news: 37%

Türk and
Arslan [58]

14 Phonemes,
125 words

A phoneme and word-based
isolated model was generated.
Designed to be used in speech
therapy.

Speaker-independent
phoneme based: 15.1%

Arısoy and
Saraçlar [59]

Large word set Design of a speech recognition
system with a large vocabulary

It runs with less than 20%
error.

Arısoy and
Arslan [60]

Morph, Root +
Post, Root models

A system was designed for
Turkish paper news to be
automatically dictated.

54%

2.4.4. Support vector machines (SVMs)

The use of SVMs is a learning method applied to solve classification and regression problems based on statistical
learning theory and systems with the least structural risk. It generates a solution by turning these problems into
second-degree programming problems with the help of local solutions and this is what makes the SVM method
most advantageous compared to other techniques. It is highly competent in making generalizations (i.e. defining
missing information with the help of generalization). It is also used in many different fields [63, 64]. In a study
carried out by Eray et al. [65] in 2018, a TSR system was developed using an SVM. Twenty words commonly
used in Turkish computer systems were selected. Tests conducted using soft margin (SM-SVM) and least square
(LS-SVM) methods yielded success rates of 91% and 71%, respectively. In another study conducted in 2016, a
phoneme-based practice was performed with a performance rate of 84% [66]. In addition, in a study in which
Bayesian networks and J48 classifiers [67] were compared with the SVM method, it was demonstrated that the
best results for the detection of emotions were achieved with the SVM and classification was performed with
80% accuracy. In a 2016 study in which music genre classification was conducted for Turkish music, variance in
the error rate was shown when different features were used in decision support systems [68]. Tombaloğlu and
Erdem [69] conducted a study for the Turkish language, in which a phoneme-based MFCC feature extraction
algorithm was used and classification was done using decision support systems. A performance value of 84% was
obtained in speaker-dependent modeling and 51% in speaker-independent systems. It was seen that decision
support systems were preferred in the studies conducted in the Turkish language in 2018, as well. They are
most likely preferred as they are suitable for systems with low resources, such as those for the Turkish language,
and they are able to achieve better values in classification performance.

2.4.5. Deep learning
Deep learning is a machine learning technique where information processing stages, consisting of several layers
in hierarchical architectures, are used for structure classification and feature or representation learning [70].
It allows computational models consisting of multiple process layers to learn the representation of data with
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multiple abstraction layers. These methods are used in many areas and particularly in visual object recognition,
object detection, genetics, and speech recognition. To demonstrate how the internal parameters of a machine
used to calculate its display in each layer from its presentation at previous layers need to change, deep learning
discovers complex structures in large data sets using the back propagation algorithm [71]. In order to shorten
the duration of neural network training, distributed architecture was proposed [72–75]. However, conventional
neural network approaches have become more popular recently due to the fact that GPU architecture is included
in deep learning processes with a reduction in training time. Therefore, the use of large amounts of data
shared on the internet in the speech recognition field has become widespread as access to powerful systematic
infrastructures is growing easier [76]. A deep learning model was preferred in applications such as Cortana,
Xbox, Skype Translator, Google Now, Siri, Baidu, and Nuance, which are commercially available and developed
by companies such as Google, Microsoft, and Apple [77]. When the studies carried out in the Turkish language
using deep learning were analyzed, it was noticed that only two such studies have been carried out. In the
study conducted by Arısoy in 2018 [34], work was performed on the automatic typing of lectures in the Turkish
language. Classification was performed with a language model of 200,000 words and deep learning was used, and
an error rate of 14.2% was achieved. The study has the best error rate among studies on the Turkish language
conducted with large vocabularies. The second such study, carried out by Arslan and Barışçı in 2018 [78],
evaluated the contributions of different optimization techniques to classification performance for deep learning.
The results showed that the gradient descent, proximal gradient descent and RMSPROP algorithms were better
than others for Turkish.

2.5. Effects of design of language model on Turkish speech recognition systems

Continuous speech recognition with a large vocabulary can be performed with relatively high success rates
for languages that do not have rich morphological features, such as English. However, this rate is quite low
for agglutinative languages such as Turkish. The main reason for this is that language models created for
other languages are insufficient for agglutinative languages [79]. In agglutinative languages, many words can
be derived from a word root with the help of affixes. For this reason, it is theoretically not possible to create
a language model that would cover all the words for a language such as Turkish. In order to find a solution
to this problem, different approaches and model structures such as phoneme-based, affix + roots, body +
affixes, and morphology-based approaches were proposed in place of using words as recognition units [80]. In a
study conducted with a morphology-based approach [81], the word-based model yielded an error rate of 38.8%,
while a morphology-based model yielded an error rate of 33.9%. The contribution of various data amounts to
the recognition performance for languages with a large number of nonvocabulary words was analyzed and a
performance increase of 2% was achieved when the data size was increased from 25 million to 200 million [82].
The extent to which the increased size of compilation would contribute to the performance was evaluated by
Behnam et al. and it was confirmed that creating a large amount of language models would directly contribute
to the performance, but the expected performance increase could not be achieved after a certain level [27]. In
another study [83], in which voice recognition performance was evaluated where tri-grams were used in the
design of the language model instead of bi-grams, it was stated that a significant 12% increase was achieved
in recognition performance in tri-gram cases. In tests performed with 220 words, while the recognition rate
was 72.99% with bi-gram models, it was 85.12% in tri-gram modeling. In the study by Arısoy et al. [79], they
evaluated the contribution to recognition performance if words were chosen as the recognition unit, vocabulary
was increased, the scope was widened, and the language model was selected to be a more complex one. Compared
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to other word-based systems, a better performance was achieved. Consequently, a speaker-independent model
could be designed with an error rate of 15%. Similarly, in studies [60, 84] conducted by the same individuals,
the aim was to dictate the outputs of the Turkish news system. With that aim, instead of the standard word
or subword units, different word units such as root, suffix, morphology, and lexicon, which are smaller than
words, were used in the recognition system. In this way, efforts were made to reduce the number of non-
vocabulary words faced in agglutinative languages. In order to solve the problems arising from the structure of
the language in the design of speech recognition systems in Turkish, different proposals were made in the design
of the language model as given above and the results were evaluated. End-to-end speech recognition systems
[85, 86], where the language model is never used to solve the problem, were proposed.This is thought to be
a particularly applicable approach to the solution of this problem, which is a significant issue for the Turkish
language. Thus, it will be possible to develop robust Turkish speech recognition systems with rich acoustic
data.

2.6. Speech recognition datasets in Turkish

In the process of developing speech recognition systems for the Turkish language, there is a need for data sets
to produce both acoustic models and language models. Thus, it is possible to carry out the training of models
in a quick manner and to perform studies aimed at getting better results. Audio data sets have a wide scope
of applications in ASR systems. In addition, they are used in many fields such as automatic voice synthesis,
coding, speaker recognition [87, 88], and language recognition and verification. Speaker variety is very important
in speech data sets and has a direct impact on recognition performance. This variety is due to variable speech
speed, changing emotions and mental complexity and ambient noise. Voice recording can be performed in silent
studios or in noisy environments. These recordings may be from television and radio broadcasts or telephone
calls. Application-specific databases can also be created [18]. The text data sets that can be used to create
language models are shown in Table 4 and audio data sets that can be used in the production of acoustic models
for the Turkish language are shown in Table 5. The distribution of 5 audio data sets prepared between 2006
and 2019, given in Table 4, was made through the Linguistic Data Consortium (LDC)1. In general, it includes
phone call records and “Voice of America”2 news recordings. These are spontaneous speech data. They are all
sets distributed for payment and are available in Turkish speech recognition applications. In Table 5, there are
databases, prepared for the Turkish language containing only text data, and which can be used for language
modeling. Except for the study published in 1994, these data are up-to-date, all published after 2015. In total,
these sets contain large amounts of text data.

3. Discussion and conclusion
Speech has significant potential for communications to happen and for interaction with computers. Today,
the most important activity in the field of speech recognition is to get the voice and turn it into text and
commands. In this paper, a systemic report on Turkish speech recognition studies, their results, and the

1Linguistic Data Consortium (2020). Home Page [online]. Website https://www.ldc.upenn.edu/ [accessed 01 May 2018].
2Voice of America (2020). ????? [online]. Website https://www.amerikaninsesi.com/ [accessed 01 June 2018].
3Linguistic Data Consortium (2020). TS Wikipedia Corpus [online]. Website https://catalog.ldc.upenn.edu/docs/LDC2015T15/TS

Wikipedia Documentation [accessed 03 September 2018].
4Linguistic Data Consortium (2020). ECI Multilingual Text [online]. Website https://catalog.ldc.upenn.edu/docs/LDC94T5/

[accessed 07 September 2018].
5Linguistic Data Consortium (2020). Appen ButterHill Language Specific Peculiarities Document for Turkish as Spoken in

Turkey [online]. Website https://catalog.ldc.upenn.edu/docs/LDC2016S10/LSPfinal.pdf [accessed 09 August 2018].

3262



ARSLAN and BARIŞÇI/Turk J Elec Eng & Comp Sci

Table 4. Data sets that can be used in generating language models.

Name of datasets Number of
units

Recording
environment

Transcription based on

2007 CoNLL Shared Task – Basque,
Catalan, Czech and Turkish (updated) [89]

3.1 GB Text books, news,
literature studies

Sentences

CoNLL Shared Task-Ten Languages-
METU-Sabancı Turkish Dependency
Treebank [90, 91]

3.1 GB Text books, news,
literature studies

Sentences

TS Wikipedia3 1.6 million
web pages

Wikipedia
Speech tags, morphological
analysis, lemmas,
bi-grams and tri-grams

ECI Multilingual Text4 283K
Articles published
in papers and magazines
dictionaries and news

Sentences

Table 5. Data sets that can be used in generating acoustic models.

Name of dataset Number of Units Speech style Transcription based on
Multilanguage conversational
telephone speech 2011—Turkish [92]

18.6 h Conversation spontaneous Sentences

NIST language recognition
evaluation test set [93]

215 h (23 languages) Spontaneous Sentences (word-based)

Turkish broadcast news speech
and transcripts [94]

130 min speech record Spontaneous Sentences (word-based)

IARPA Babel Turkish language
Pack IARPA-babel105b-v.0.55 213 h Conversation spontaneous Sentences

Sentimental conversation
database in Turkish [95]

5304 video recordings Spontaneous Sentences

Middle East Technical University
Microphone Speech v.1.0 [96]

2462 sentence, 500 min Reading Sentences (word-based)

techniques applied has been presented along with a summary of the Turkish language. A general overview
of the specific methods has been presented for better handling of different situations faced by ASR systems,
and speech analysis and acoustic modeling aspects have mainly been discussed. In addition, feature extraction
methods, and classification algorithms have been described. The potential areas of the application of research
carried out in this field and the resources and tools developed by individual researchers have been shown, as well.
The main components of the Turkish speech recognition systems examined as well as the techniques used in the
relevant studies in this field have been reviewed and the details of some case studies were given. In addition,
future possible studies and recommendations for the Turkish language have been presented. The aim here is
to help researchers with the present and future situations of Turkish speech recognition procedures. When the
recent developments regarding speech recognition systems in the Turkish language were reviewed, it was seen
that the combination of HMM, MFCC, and SVM or MFCC and ANN modeling was used together in the studies
carried out. The accuracy levels of the systems in which MFCC was used were higher and they yielded better
performances compared to other methods. Moreover, it was shown that there are language-specific problems to
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be solved in order to develop speech recognition applications in Turkish and these problems have had significant
adverse effects on recognition performance. An increase in the language resources for the Turkish language and
the diversification of the data sets would allow studies in this field to expand. There is also a large amount
of unprocessed data available from Turkish web pages, news sources, and blogs. To use these resources, it is
necessary to develop complex techniques and tools. In doing so, it would be possible to develop systems that
are more robust. Moreover, sharing the researches in this area would be very useful for fast and cooperative
projects. Although Turkish speech recognition draws the attention of researchers, there are still many efforts
remaining to be made to make this field more mature. The Turkish language has a historical literary past, a
rich heritage, and importance for a large population, but systematic and scientific studies to create systems that
work and convert speech to text have not yet been completed. Comprehensive and usable speech recognition
software has not yet been made available for users. The studies conducted so far are focused on general speech
recognition and are in the very early stages of development. This review has shown that there is still a long
way to go for developing a realistic Turkish speech recognition system.
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